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Please Note:

+ IBM’s statements regarding its plans, directions, and intent are subject to change or withdrawal without notice at IBM’s sole
discretion.

» Information regarding potential future products is intended to outline our general product direction and it should not be
relied on in making a purchasing decision.

« The information mentioned regarding potential future products is not a commitment, promise, or legal obligation to deliver
any material, code or functionality. Information about potential future products may not be incorporated into any contract.

« The development, release, and timing of any future features or functionality described for our products remains at our sole
discretion.

* Performance is based on measurements and projections using standard IBM benchmarks in a controlled environment. The
actual throughput or performance that any user will experience will vary depending upon many factors, including
considerations such as the amount of multiprogramming in the user’s job stream, the I/0O configuration, the storage
configuration, and the workload processed. Therefore, no assurance can be given that an individual user will achieve results
similar to those stated here.
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MQ Administration

MQSC OS commands PCF
commanas j commands
OS configuration-
/ Queue
L Manager
ini files Events (async)
These are all documented and supported \
Interfaces — it has encouraged a Log files Status (pOI Ied)
management ecosystem over many years
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IBM MQ - MQSC

« Command line interface Old Example: AIX smit panels

* V8 enhanced runmqsc
— Make it world-executable
— Enable direct client-connection
 MQSC intended for human consumption

— Parsable by eye, less easy in programs
— For example, DESCR('This is 'a' description with quote & paren(')

— No guaranteed ordering in runmqsc, two-column output

« Despite awkwardness, basis for many script-based admin tools
— echo "DISPLAY Q(X) IPPROCS" | runmgsc QM1

- Same commands — different front-end (CSQUTIL) — for z/OS
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IBM MQ - PCF

A "self-describing" MQ message used for administrative operations
Your programs can send commands and get responses using PCF
— Equivalent to "DISPLAY QSTATUS" or "ALTER CHANNEL"

MQ emits events in PCF format

— "Queue is getting full"

PCF intended for programs — usually C or Java

— Can tell exactly what the parameter is for, its length and value

— But cannot easily be scripted

Approximately one-one mapping between MQSC commands and PCF
Remember that PCF invented before formats like JSON or XML

— And there are many MQ apps that are built on PCF
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An event message

*kkk Message length - 300 of 300 bytes **x

00000000: 0000 0007 0000 0024 0000 0003 0000 0OO63 '"....... S.. ... c'
00000010: 0000 0001 OOOO 0001 0OOO 0OOOO 0000 096C "............... 1
00000020: 0000 0002 0000 0014 0000 0010 0000 1F41 '............... A'
00000030: 0000 0004 0000 0004 0000 0020 0000 OBES '"........... ...a'
00000040: 0000 0333 0000 0OOOC 6D65 7461 796C 6F72 '...3....metaylor'
00000050: 2020 2020 0000 0003 0000 0010 0000 O3F3 "  ........... o'
00000060: 0000 0001 0OOO0O 0004 0000 0044 0000 OBE7 '"........... D...¢'
00000070: 0000 0333 0000 0030 5638 3030 335F 4120 '...3...0v8003 A '

00000080: 2020 2020 2020 2020 2020 2020 2020 2020 ' '
00000090: 2020 2020 2020 2020 2020 2020 2020 2020 ' '
000000A0: 2020 2020 2020 2020 0000 0003 0000 0O10 "  ....... '

000000BO: 0000 O3FD 0000 OO5A 0000 0014 0000 0010 '...y...Z2........ '
000000CO: 0000 1rF42 0000 0004 0000 0004 0000 0OO18 '...B............ '
000000DO: 0000 OBFB 0000 0000 00OOO 0001 5800 0000 '...4........ X...'
0O0000OEO: 0000 0003 0000 0010 00OOO O3F8 0000 0001 "........... g...."
00000OFO: 0000 0006 0000 0024 0000 OBF9 0000 0000 '"....... $...u...."
00000100: 0000 0001 OOOO 0008 6D65 7461 796C 6F72 '........ metaylor'
00000110: 0000 OO0O0O OOOO 0OO5 0000 0018 0000 045C "........c.vv... \'

00000120: 0000 0002 0000 OOOB 0000 0O0O9 L '
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An event message

*kkk Message length - 300 of 300 bytes **x

00000000: 0000 0007 0000 0024 0000 0003 0000 0OO63 '"....... S.. ... c'
00000010: 0000 0001 OOOO 0001 0OOO 0OOOO 0000 096C "............... 1
00000020: 0000 0002 0000 0014 0000 0010 0000 1F41 '............... A'
00000030: 0000 0004 0000 0004 0000 0020 0000 OBES '"........... ...a'
00000040: 0000 0333 0000 0OOOC 6D65 7461 796C 6F72 '...3....metaylor'
00000050: 2020 2020 0000 0003 0000 0010 0000 O3F3 "  ........... o'
00000060: 0000 0001 0OOO0O 0004 0000 0044 0000 OBE7 '"........... D...¢'
00000070: 0000 0333 0000 0030 5638 3030 335F 4120 '...3...0v8003 A '

00000080: 2020 2020 2020 2020 2020 2020 2020 2020 ' '
00000090: 2020 2020 2020 2020 2020 2020 2020 2020 ' '
000000A0: 2020 2020 2020 2020 0000 0003 0000 0O10 "  ....... '
000000BO: 0000 O3FD 0000 OOSA o Y. '

000000CO: 1F42 ce '
000000DO: '
00000O0EO: cee!
00000OFO: 0000 0006 0000 0024 0000 OBF9 0000 0000 '"....... $...u...."
00000100: 0000 0001 OOOO 0008 6D65 7461 796C 6F72 '........ metaylor'
00000110: 0000 OO0O0O OOOO 0OO5 0000 0018 0000 045C "........c.vv... \'

00000120: 0000 0002 0000 OOOB 0000 0O0O9 L '
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Event formatting C sample in V8.0.0.4

* No sample previously shipped to format all "standard" events
— Authorisation, queue full, service interval, command/config etc
— Other samples are available for acct/stats, activity reports
— Several SupportPacs but product only has out-of-date source code in the KC
- The amqgsevt program formats events into readable English-ish text
— Option to stay with full MQI constant name instead of making it look nice
— Uses MQCB to read from multiple event queues. No polling required
— Can connect as client to any remote queue manager including z/OS
— Source code included
* Includes C header file to help convert MQI numbers to strings
— Similar to Java MQConstants.lookup() capability for all sets of constants
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An event message decoded

Event Type : Command Event
Reason : Command MQSC
Event created : 2015/06/03 13:28:20.51 GMT

Correlation ID : 414D512056383030335F412020202020556F00F120001E05
COMMAND CONTEXT

Event User Id : metaylor

Event Origin : Console

Event Queue Mgr : v8003 A

Command : Set Auth Rec
COMMAND DATA

Auth Profile Name : X

Object Type : Queue

Principal Entity Names: metaylor

Auth Add Auths : Output
: Input
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Third-party solutions

* Many vendor products — this screenshot from ITCAM/Omegamon

; Queue Manager Status - 3003 tvlab.raleighibmacom - SYSADMIN

o=
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Application Activity inside MQ Explorer using MSOP

== %]

& MQ Explorer - Eclipse SDK
File Edit Navigate Search Project Run Window Help
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JEirl o | | el v [ g Explorer &7
: ) MQ Explorer - Content B+ | =N
= | Queue Manager: V7

Last Operation: Reading from SYSTEM.ADMIN. TRACE.ACTIVITY.QUEUE
E-E Application Activity Trace for Queue Manager V7 -
: Event Message Count : 6
‘amgrmppa' : from 2011-09-06 15:50:04 to 2011-09-06 15:55:00 on rockall.hursley.ibm.com
'ite' : from 2011-09-06 15:55:00 to 2011-09-06 15:55:00 on rockall.hursley.ibm.com
'ite' : from 2011-09-06 15:55:02 to 2011-09-06 15:55:02 on rockall.hursley.ibm.com
"MQExplorer' : from 2011-09-06 15:50:21 to 2011-09-06 15:50:36 on rockall.hursley.ibm.com
"runmgehl' : from 2011-09-06 15:50:05 to 2011-09-06 15:55:00 on rockall.hursley.ibm.com
=2 '"WebSphere MQ Client for Java' : from 2011-09-06 15:50:18 to 2011-09-06 15:50:36 on rockall.hursley.ibm.com
{5 Application Information
= Tid Date Time Cperation MQCC MQRC HCbj CbhjName
- 022 2011-09-06 15:50:30 Get ok 0000 (NONE 4
- 022 2011-09-06 15:50:30 Get ok 0000 (NONE 4
£ 2011-09-06 15:50:30 Get ok 0000 (NONE 4
2011-09-06 15:50:30 Get ok 0000 (NONE 4
Get Cptions 268460036
Message Data 00000012000000240000000300000041000000010000000100000000000000000000001L0000000400000044000(
Ms=g Length 6409
Highres Time 1315320630070428
i Resolved Local Queus Name SYSTEM.ADMIN.TRACE.ACTIVITY.QUEUE
‘ Resolved Type 1
Buffer Length 162312
Resolved Queues Name SYSTEM.ADMIN.TRACE.ACTIVITY.QUEUE
Report 0
Msg Type a8
Expiry 2147483646
Format Name MQADMIN
Priority o
| Persistence 0
|| Msg Id 414d512056372020202020202020202042662542200020b4
Correl Id 414d51435637202020202020202020204266254220002001
Reply To Queue
Reply To Queus Manager v7 4lll
‘ | »
-4 Information - Warnings - Errors
& WARNING: Queue SYSTEM.ADMIN.TRACE.ACTIVITY.QUEUE on V7 is full. Events may be unrecorded.
|
| Last updated: 13 Sep 14:05:47
E{)

| | & 5\ 08 B




Many people now using different tools

- Because they are using those
tools for other products

* And because MQ is being used
IN more environments

* Therefore MQ has to be able to
be integrated with them

«>

@ kubernetes

»Google

CHEF
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el Grafana ==

dewslopariorks  Devslopat Centars Markstplace o 2 =

IBM Messaging Products v Downloads  Videos  Sample Code  Blogs ~ Does v GetHalp v

Feedback on our new
design?

m m m Maen Cloud

MO started life in the data. canter but you can now take the many benefits of IBM MQ to the cloud, t's security. robustness and integration capabilties. And by doing this you'l also reap the benefits that a cloud

brings, whether it's autemated leabl i centralised u're running MQ in a cioud emvironment, visit the MQdev blog to see examples of how to run IBM MO

on AWS, Azure, OpenStack and Docker. You can also see examples of how to certralize key MQ metrics and MQ error logs.

* IBM MQ - Using Active Directory for authorisation in Unix qusue  ® MQ on OpenStack, part three: Automated client connection * MQin Docker is now supperted for production use

managers P using MG v8 CCOT URL feature. * Introducing & Docker image for MQ Advanced for Developers

® IBN MQ - Using AWS CloucWatch to menitor queue managers  ® MQ on OpensStack, part two: Managing an MQ environment

MQ on AWS: Sending MQ error logs to CloudWatch using Heat

MG o AWS: POt of high availability using EFS * 1Q on OpenStack, part one: Creating an image using Packer

Basic deployment of MQ on AWS

* MQ on AWS: Sending MQ error logs to CloudWatch * Sending MQ metrics to the Bluemix Logmet service * AWS

* Sending MQ error logs to the Bluemix Logmet service * IBM MQ - Further irtagration with open-source monitors * Azure

* Storing and searching MQ errer logs in Elasticsearch

(&)

* IBM MQ - Using Prometheus and Grafana to monitor queue

managers

* OpenStack

* Dacker

Sample Gode

Downloads

Contact Privacy Termsofuse Accessbiity Feedback Gookie preferences United States - English v

https://developeribm.com/messaging/mg-on-

cloud/
O _ NoNw
rramazon
CBD

“% webservices™
openstack

CLOUD SOFTWARE

am \Windows
Azure




Decided to demonstrate MQ integration

 Using the V9 resource statistics data

* Feeding a variety of monitoring tools
« And doing it in public — Github, blog articles etc

— See github.com/ibm-messaging/mq-golang
— Video at youtube.com/watch?v=Pi_jHCiqTgU
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System Monitoring with V9

» More statistics available via a pub/sub model

* Includes CPU and Disk usage
— As well as many MQ statistics
— Not full replacement for accouting/statistics events but many key values

« Subscribe to meta-topic to learn which classes of statistics are available
— $SYS/MQ/INFO/QMGR/<gmgr>/Monitor/METADATA/CLASSES
— Then subscribe to specific topics
— See amgsrua sample program

RFE 71123

* Distributed platforms only
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System Monitoring Example

$ amgsrua -m V9000 _A

CPU : Platform central processing units
DISK : Platform persistent data stores
STATMQI : API usage statistics

STATQ : API per-queue usage statistics
Enter Class selection

This capability already

==> CPU _ underpins the charting in
SystemSummary : CPU performance - platform wide .

QMgrSummary : CPU performance - running queue manager the MQ Appllance WebUI
Enter Type selection

==> SystemSummary 5 x
Publication received PutDate:20160411 PutTime:10465573 N

User CPU time percentage 0.01% PTRT—

System CPU time percentage 1.30%

CPU load - one minute average 8.00

CPU load - five minute average 7.50
CPU load - fifteen minute average 7.30
RAM free percentage 2.02% / Vs
RAM total bytes 8192MB T i

gj - A

o =
15:55:17 15:56:40 15:58:20 16:00:17

© Copyright IBM Corporation 2017



Monitoring Architecture

 Architecture is split — database and user interface
— The database is usually a "time-series" DB, not traditional SQL
— Designed and optimised for {timestamp, metric, value} storage and queries

* These databases include Prometheus, InfluxDB, OpenTSDB
* Collection architecture may have intermediate layers — collectd

a Database
Collector

Docker containers

© Copyright IBM Corporation 2017



Started with Prometheus

Seemed to be one of the most popular

Which does have its own limited GUI

Model is "pull" — calls a collector program at intervals via http
— Most other DBs are "push"” where collector sends to DB at interval

Standard API for getting data to Prometheus is in Go
— And we had no Go API for MQ ...

© Copyright IBM Corporation 2017



The Go API for MQ

« So first off, | had to create a new language binding
— Based on full MQI rather than a "simplified" version
— But not all function implemented
— Trying to make it look natural to Go programmers
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Working with the Go API

« Ensured bindings had functions | needed including PCF generation and parsing

 Started with RESET QSTATS as PoC for hooking to Prometheus
— But rapidly went to full amqgsrua-style metadata subscriptions

- After first release of Go bindings, extensions made for more verbs and options
— Including client connections via MQCNO/MQCD structures
— MQSET
— Information on building for Windows

- Still subject to change
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Collector configurations

 Collector subscribes to all data for gmgr (cpu, disk etc) and nominated gueues
— Command line parameters name the queues with wildcards

- Started via MQ Service definition and shell script

« Can connect as client to remote queue managers including MQ appliance
— Any system that supports the resource statistics
— One collector instance per queue manager

/usr/local/bin/mggo/mg prometheus -ibmmqg.queueManager=QM1
-ibmmg.monitoredQueues=APP.* MYQ.*
-ibmmqg.httpListenPort=9157
-log.level=error
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Prometheus configuration

* File prometheus.yml defines configuration
— Built copy of this into Docker image
— Two targets for two collectors on this system (queue manager, Salesforce bridge)
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Grafana

* Although Prometheus has a GUI it is not very sophisticated

* Instead, prefer to use Grafana as visualisation tool

— Supports many different backend databases

— Understands the metric names, query capabilities etc of each

Add data source

Config Dashboards
Mame Default
Type Prometheus -

b

Http settings

Url
Access proxy - J
Hitp Auth Basic Auth With Credentials

© Copyright IBM Corporation 2017

Add data source

Name Default

Type CloudWatch -

CloudWatch details

Credentials profile name

Default Region - J

Custom Metrics namespace

Assume Role ARN

Add data source

Config

MName

Type

Http settings

Url

Dashboards

Graphite

Default

With Credentials



Accessing queue stats from Prometheus in Grafana

200 i ‘-ll—lr-'

100

01:37 01:38 01:39 01:40 01:41 01:42 01:43 01:44 01:45 01:45 01:47

== MQGET: APF.0 QiK1 MQGET: APPA QM1 = MQGET: APP2 QM1 == MQGET: APP3 QM1 == MQGET: APF.4 QW1 == MOPUT: APF.0
= MQPUT: APF.3 == MOPUT: APFP4 == Depth: APF.0 == Depth: APP1 == Depth: APP2 == Depth: APP3 == Depth: APF4

Graph General ‘ Metrics Axes Legend Display Time range
A Query ibmmqg_object_mgget{object=~"APP.*™"} Metric lookup
Legend format MQGET: {{object}} {{gmagr}} Step i Resolution 1/2 j (9
Legend format MQPUT: {{object}} Step &  Resolution 1/2 - I
*C Cluery ibmmg_object_queue_depth{object=-"APF.*"} Metric lookup
Legend format Depth: {{object}} Step &  Resolution 12 - =
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Grafana dashboard

I MQ PROMETHEUS CAPTURE
Queue Activity @ Last 15 minutes
600
500
400
300
200
100
0
20:01 20:02 20:03 20:04 20:05 20:06 20:07 20:08 20:09 20:10 20:11 20:12 20:13 20:14 20:15

== MOGET: APP0 == MQGET: APP1 == MOGET APP2 == MQGET APF3 == MQGET APP4 == MQPUT: APP0 == MQPUT APP1 == MQPUT APP2 == MOPUT APF3 == MOQPUT: APP4
== [epth: APR0 == Depth: APP.1 == Depth: APPZ == Depth: APE3 == Depth: APP4

I CcPU Log write latency File system
5% 0.0090 5 373619 GiB
5% — 37.3614 GB
4% 37.3609 GiB
0.0036 5 ﬂ |~
3% 373605 GiB
0.0084 5 |
2% 37.3600 GiB
_--'-_'-.
1% At A o My A MR Jo0szs 37,3595 GiB
0% 0.0080 5 37.3591 GiB
20:05 20:10 20:15 20:05 20:10 20:15 20:05 20:10 20:15
— System CPU% == User CPU% = Latency = QMgrfile system - in use [QM1]

= Log file system - in use [QM1]
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Then added more variants

Rapidly added support for influx, opentsdb
— Different collectors with slightly different parameters

Graphite is another database, but fed via collectd
— collectd can also feed the database used by bluemix

Also added an AWS collector for CloudWatch
Generic JSON formatting

{ "collectionTime"

1A epoch "
"points" : [

}

"timeStamp" :
: 1478527255 },

{ "queueManager" :
{ "queueManager" :

: {

"2016-11-07-T15:00:55Z"

" QMl " ,
1A QMl 1A ,

"ramTotalBytes"
"userCpuTimePercentage"

: 15515735206 },
: 1.33 }
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Four equivalent Grafana dashboards

ﬁ CollectD Graphite - &+ & & € zoomout » @ Last15 minutes R =
MQ COLLECTD GRAPHITE
Queue Activity
500
1‘1‘“
T DA
0
14:50 14:52 14:54 14:56 14:58 15:00 15:02 15:04
= queue_depth-APP_0 — queue_depth-APP_1 — queue_depth-APP_2 = queue_depth-APP_3 = queue_depth-APP_4 = queue_magput_mgput1-APP_0
= queue_maqgput_magput1-APP_1 == queue_maqgput_magputi-APP_2 == gqueue_magput_magputi-APP_3 = queue_magput_magputi-APP_4 == queue_maqget-APP_0
— gqueue_mggetAPP_1 — queue_mQget-APP_2 — queue_mqgetAPP_3 — queus_magetAPP_4
CPU Log write latency File system
10% 0.018s 40.899 GiB
8% 0014 40.894 GiB
8% 40.890 GiB
002s
4% 40.885 GiB
2% oot 40.880 GiB
A At N A
0% 0.008s 40.876 GiB
14:50 14:55 15:00 14:50 14:55 15:00 14:50 14:55 15:00
= system_cpu_time_percentage = Latency = log_file_system_in_use_bytes
== user_cpu_time_percentage == queue_manager_file_system_in_use_bytes
6 - ﬁ MQ Prometheus - * & < ZoomOut » @ Last15minutes R Fs

MQ PROMETHEUS CAPTURE

Queue Activity

1450

14:52 1454 14:56 1458 15:00 15:02

— MQGET APP0 — MQGET:APP1 — MQGET:APP2 — MQGET: APP3 =— MQGET:APP4 = MQPUT APPO =— MQPUT APP1 = MQPUT: APP2

== MQPUT. APP.3 == MQPUT. APP.4 == Depth: APP.0 == Depth: APP.1 == Depth: APP.2 == Depth: APP.3 == Depth: APP.4

CPU i Log write latency = File system 5]
10% 0.016s 40.399 GiB
8% Dores 40.894 GiB
6% 40.890 GiB
0.012s

4% 40.885 GBB
2% nots 40,380 GiB

YA A ol
0% 0.008s 40.876 GiB

14:50 1455 15:00 14:50 14:55 15:00 14:50 1455 15:00

= System CPU% = User CPU% = Latency = QMgr file system - in use [QM1]

== Log file system -in use [QM1]
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2Z MQOpenTSDB - + @

& { zoomout » O Last15minutes Refrest

MQ OPENTSDB CAPTURE

Queue Activity

14:50 14:52 14:54 14:58 15:00 15:02

= MQGET: APP4 == MQGET: APP2 == MQGET:APP3 == MQGET:APP1 == MQGET:APP.0 == MQPUT:APP4 == MQPUT:APP2 ==MQPUT:APP3
== MQPUT: APP.1 == MQPUT: APP0 == Depth: APP4 == Depth: APP2 == Depth: APP.3 == Depth: APP1 == Depth: APP.0

CPU

10%

8%

[
&
AMAA f.-u\,’ W\w v

0%

14:50

14:55 15:00

== System CPU% == User CPU%

22 MQInfluxDB - ¢

14:48 14:50

[iag

14:52

Log write latency
0016

0.014s
0.012s
0.010s

0.008s

14:50 14:55 15:00

== Latency

MQ INFLUXDB CAPTURE

Queue Activity

14:54

£ Zoom Out

14:56

A

File system
40.899 GiB

40.894 GiB
40.890 GiB
40.885 GiB
40.880 GiB

40.876 GiB
14:50 14:55 15:00
== QMagr file system - in use [QM1]

== Log file system - in use [QM1]

> @ Last 15 minutes

I‘,M

14:58

15:00

— MQGET: APR.0 — MQGET:APP1 — MQGET. APP2 — MQGET: APP.3 — MQGET: APP4 =— MQPUT. APP0 — MQPUT: APR1 — MQPUT. APF.2
== MQPUT: APP3 == MQPUT APP4 == Depth: APP0 == Depth: APP1 == Depih: APP2 == Depth: APP3 == Depth: APP4

CPU

14:50 1455 15:00

== System CPU% == User CPU%

Log write latency
0.016's

0.014s
0.012s
0.010s

0.008s

14:50 1455

== | atency

File system

40.899 GB

40.894 GiB

40.890 GiB

40.885 GB

40.880 GiB

40.876 GiB

15:00

14:50 1455 15:00

== QMgr file system - in use [QM1]
== Log file system - in use [QM1]

Q
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Metric Queries

* Influx

* OpenTSDB

» Graphite/Collectd
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Metric

Down sample

Filters

Tags

Rate

i)

queue mgget

Gfﬁph General Metrics Axes Legend Display Time range
- A FROM default queue WHERE object =~ IAPRH +
SELECT field (mgaet) sum () alias (MQGET) -+
GROUP BY time (10s)  tag(object)  fill (null) =

ALIAS BY Scol: $tag_object Format as Time series :I

Aggregator sum j Alias: @  MQGET: [[tag_object]]

[i] Agaregator avg j Fill none j Disable downsampling f:,\/

object =wildcard(APF*) , groupBy = true 4 %X -+

*D collectdklein_hursley_ibm_comcollectd qmagr-Gii1 queue_mgget-* aliasByMetric() -+



More resources — the MQ Bridge to Salesforce

6 - MQ Salesforce Status -~ &+ @ &

I salesforce Bridge Events
40
30 ’:
20
10 \
, Aa_ s/ T \— % > o AN A= e N Y 4R

18:19:10  18:19:20 18:19:30  18:19:40  18:19:50 18:20:00 18:20:10 18:20:20 18:20:30 18:20:40  18:20:50 18:21:00 18:21:10 18:21:20 18:21:30 18:21:40 18:21:50 18:22:00 18:22:10 18:22:220 18:22:30 18:22:4

= Total Platform Events == Unique Platform Events == Total Push Topics == Unique Push Topics

I Per Channel Activity

25

20
F

" B in
. r — T
: - : / I
| - I

18:19:10  18:119:220 18:119:30  18:19:40  18:19:50 18:20:00 18:20:10  18:20:20  18:20:30  18:20:40  18:20:50 18:21:00 1821:10 18:221:20 18:21:30 18:21:40 18:21:50 18:22:00 1822110 18:22:20 18:22:30  18:22:¢
== Total: /event/DEMOPE1__e = Total: /event/DEMOPE2__e == Total: /event/MQPlatformEvent1__e == Total: fopic/DEMOPT1 == Total: fopic/DEMOPT2 == Total: fopic/EscalatedCaseUpdates
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AWS Cloudwatch

Marks-Dashboard - Actions ~ Add widget

gmgr.log_write_latency seconds queue mgget

00123 1.00x3

0.0124

5004

I5 - g8 wmacoudwatch. = ®© o PR

0.011

I MQ AWS CLOUDWATCH T T T ] T T T T
13:10 13:15 13:20 13:10 13:15 13:20 13:25

<0 SIETEAE] W gmgrlog_wiite_latency_seconds W :rro Marri1 Marrz Barrs lAFFR2

14:08 14:09 14:10 14:11 14:12 14:13 14:14 14:15 14:16 1447 14:18 14:19 14:20 14:21 14:2|

= MQGET APF.0 = MQGET. APP1 = MQGET. APP.2 = MQGET. APP3 = MQGET. APF.4 == MQPUT.APP0 == MQPUT. APP1 = MQPUT.APF2 = MQPUT. APR.3
== MQPUT APF.4 == Depth: APF.0 == Depth: APF.1 == Depth: APF.2 == Depth: APF.3 == Depth: APP.4

I CPU Log write latency File system
10% 0.0140 s 37.8401 GiB
o ATEDS 37.8396 GiB
37.8392 Gig
6% 0.0120s
37.8387 GiB
4% 0.0110s
37.8382 GiB
2 0.u100s 37.8373 GiB
e
0% 0.0090 s 37.8373 GiB
14:10 14:15 14:20 14:10 14:15 14:20 14:10 14:15 14:20
= System CPU = User CPU = |atency = QM grfile system - in use [QM1]

= Log file system - in use [QM1]

© Copyright IBM Corporation 2017



What are differences? Which 1s best?

- Differences are generally in
— The names and formats of metrics ("ibmmqg_mqobject_mgget")
— Naming for individual resources such as the queue name

— Query capabilities to select and display chosen metrics
« Can you use wildcards on object names

— Creating labels on graphs
« Can it be automatic based on the query?

« The best is going to be whatever you are already using!
— But | found the Prometheus/Grafana combination to be flexible and usable
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Processing other MQ events

» Already shown amgsevt as shipped in MQ

 Also available is JSON variety
— Available at https://gist.github.com/ibmmagmet/fabd57f4ff5c6e1b8d78284b2bc65f9¢e

» Used to feed JSON consumers such as splunk
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MQ events In splunk

Datasets

Reports

Alerts Dashboards

Q New Search

host=0b973995a92b “eventSource.objectName"="SYSTEM.ADMIN.PERFM.EVENT"

~ 2events (04/11/2016 12:10:34.000 to 04/11/2016 12:10:35.000)

Mo Event Sampling

Events (2) Patterns Statistics Visualization
Format Timeline ~ — Zoom Out
List ~ SFormat ~ 20 Per Page v
¢ Hide Fields = Al Fields TP ST
> o4m2me {
) 12:10:34.000 “eventSource” : { "objectMame"”: "SYSTEM.ADMIN.PERFM._EVENT",
Selected Fields "objectType” : "Queus" },
a host 1 "eventType” : {
a4 source 1 "name" : “Perfm Event"”,
a sourcetype 1 3 value® : 45
) ) "eventReason" : {
Interesting Fields "name” : "Queue Full",
a eventCreation 1 "walue" : 2033
a eventData.baseObjectMame 1 +
4 eventData highQueueDepth 1 "eventCreation” : "2016/11/04 12:10:24 .29 GMT",
’ i "eventhata” : {
# eventData msgDeqCount “queueMgriame” : "VG000_A",
# eventData.msgEngCount 2 "baseObjecthame" : "FULLEVT",
a eventData.queueMgrName 1 ‘timeSinceReset™ : 0O,
# eventData.timeSinceReset 1 ;:ggg:;gﬁgipth 0: 4
a eventReason.name 2 "msgheqCount” : 0
4 eventReason.value 2 I
a eventSource.objectName 1 }
4 eventSource.objectType 1 Show syntax highlighted
: Collapse
a eventType.name 1 ) .
4 eventType.value 1 host = 0b913995a92b | source = /mgm/jsoneviixt | sourc = _json
a index ; > o4m2me {
¥ linecount 1 12:10:34.000 “eventSource” : { "objectMame": "SYSTEM.ADMIN.PERFM_EVENT",
- "objectType” : "Queue" 3,
a punct 1 "eventType” : {
a splunk_server 1 "name" : "Perfm Ewent",
4 timestamp 1 Show all 21 lines
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Error log collection

* MQ error logs can also be fed to monitors
— Define filters to extract interesting information from the error messages

- Several articles published on using Bluemix (Kibana) and Cloudwatch

https://www.ibm.com/developerworks/community/blogs/messaqing/entry/Sending MQ logs to the Bluemix Logmet serv
ice?lang=en

https://www.ibm.com/developerworks/community/blogs/messaqging/entry/mg aws cloudwatch logs?lang=en

https://www.ibm.com/developerworks/community/blogs/messaqing/entry/Monitoring and Exploring IBM MO AMOERR |
0ogs on Bluemix using logmet?lang=en
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https://www.ibm.com/developerworks/community/blogs/messaging/entry/Sending_MQ_logs_to_the_Bluemix_Logmet_service?lang=en
https://www.ibm.com/developerworks/community/blogs/messaging/entry/mq_aws_cloudwatch_logs?lang=en
https://www.ibm.com/developerworks/community/blogs/messaging/entry/Monitoring_and_Exploring_IBM_MQ_AMQERR_logs_on_Bluemix_using_logmet?lang=en

Analysing MQ error logs in Bluemix

IBM Bluemix Monitoring & Logging  Grafana Kibana 3

I'’kibana - -~ = S

IBM MQ AMQERR Dashboal

30 min intervals £ x

-~ Legend ©
IBM MQ AMQERR log entries dashboard
overview

This dashboard has a collection of Visualizations that present
aspects of IBM MQ queue manager log entries in useful ways.

The Visualizations present the entries in following
ways:
Area chart. Number of log entries per queue manager in 30 min intervals

@timestamp per 30 minutes

~
Shows the rate at which the queue managers are writing entries to their
AMQERR01.LOG fike. Information is shown for only the 25 queue managers that logged the most
s queue manager S x
© Click a line in the split bar chart area to view activity for one queue manager. Legend ©
® PRODQMGR_B
Bar chart. Number of entries per logged entry code (AMQnnn), split by @ PRODOMGR_E

queue manager ® PRODQMGR_C

@ PRODQMGR_D
@ PRODQMGR_F
@ PRODQMGR_A

Ranks the most frequently occurring entry codes in your IBM MQ network. Information is shown
for only the 25 queue managers that logged the most entries.

o Click a split bar (queue manager color) to view activity for one queue manager.

Data table. Host, queue manager name, and log entry count ® test! =
® CARQM
Shows the number of log entries per queue manager and host %
CQMCARQM

Information i shown for only the 25 queue managers that logged the most entries. If multiple
queue managers are running on & single host, then the list shows data from 2l the queue
managers on that host.

© Click & queue manager or host name to view information about their activity
Data table. A complete list of log files for all queue managers and hosts 0
in an interval A AMCS18 a0

- Top 10 ibs ess.

A list of sll AMQ log files thst are used for generating the chart and table dsta in the three P IETRERES
other in this The most significant fields are displayed = ~

o Click & row in the table to view more information about the log.

£ x
Note
1 2! 3 & B 10 »
© If you cannot find a queue manager or host in the Visualizations, it might be because they
are not among the 25 queue managers or hosts with the most log entries. ol Time ~ host ibm_gmgrilame ibm_messageld message ibm_userAction
®  March 12th 2017, 16:57:51.000 Servert PRODQMGR_A AMQ5051 The queue manager task 'DUR-SUBS-MGR' has None.
Host, queue manager name, and log entr & x started
-
Top 25 host.raw $Q Top 25 ibm_gmgrhame.raw $Q Count 2 =
*  March 12th 2017, 16:57:50.000 Server1 PRODQMGR_A AMQ5041 The queue manager task 'DUR-SUBS-MGR' has None.
Servert PRODQMGR_A 1,162 ended
Serverl PRODQNMGR_B 825 =
Servert PRODQMGR_C 758 »  March 12th 2017, 16:57:50.000 Server! ~ PRODQMGR_B AMQ8125 An interal IBM MQ error has occurred Use the standard facilities supplied with your
= A system to recard the problem
Server! CARQM 8 identifier and to save any genersted output files.
Use either the MQ Support
Servert CQMCARQM 8 site: hitp://wwiw.ibm. com/software/integration
Server2 PRODQMGR_E 3 wma/support/, or IBM Support
Server3 testt 256
- *  March 12th 2017, 16:57:50.000 Servert PRODQMGR_B AMQ8184 An internal IBM MQ efror has occurred on queue Use the standard facilities supplied with your

= 2 AR o o manager PRODQMGR_A 000 system to record the problem -
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Similar resource data available on z/OS but via SMF

* By popular demand ... open source tool to format MQ z/OS SMF records for
easy import to spreadsheets and databases

— http://github.com/ibm-messaging/mqg-smf-csv

— http:/lyoutube.com/marktaylorhursley

:04:44,330000 MPX:’QMLI 800 2016/02/27 18:03:47,235548 57 10 20. 0 0 0 12 23 17
:05:55,830000 MPX>QML1 800 2016/02/27 18:04:44,331340 71 21 m 0 0 0 14 27 21
- 2016/02/27 18:05:55,838654 45 10 10 0 0 0 9 17 12
uble-cick to go to fulscreen, cirl=cick to snap to video sze]
U870T, L 2016/02/27 18:06:40,926919 80[ 20 20. 0 0 0 16 30 23
' = 44 = " wonee QPP cca :08:47,560000 MPX>»QML1 800 2016/02/27 18:08:01,809258 45 12 10 3 0 0 9 20 23
e ¢ 1 , - n b= S " £ 109:43,090000 MPX>QML1 800 2016/02/27 18:08:47,562478 55 10 20 0 L0 0 1 23 17
000 > "5016 7/ ) | ‘ c 000 i DY i ) " g )2/27" . "18: : :11:31,230000 MPX: 250 i 0 0 22 36 23
) ) :12:31,000000 MPX: 0 0 12 14 2
P ooood 5 J : i 7T g g :13:30,770000 MPX: 0 0 12 14 2
5000000 0d 5,104, D9, 20 ,0,12,0,0,0 114:30,540000 MPX: 0 0 12 14 2
000 00000000 "3 ' -01 . 80( y x1" * "o 7" 18 i 6¢ £, .
5 00006000 O &L - U + U y x ,= 800, 2 02 ’ 6:40,92 :15:30,310000 MPX: 200 0 0 12 16 6
00000000 , OV, ’ U, 1 / : o :16:30,070000 MPX: 0 0 12 14 2
0 00000000 00000000 01 08: : , MF : : § R 6/02/27", 08:01, 8(
_~00000000 00000000 0 0 0
00000000 00000000 g e A o b - o Dl Dol 5 g 3 2 150
000620 00000000 00000000 v © .U - Joou ., + 5 QAL v 0/ Ve ’ R0
000ab0 00000000 00000000 y 99y 1 i by 0, ,0, ’
" 000aco 00000000 00000000 '2016 . .3 " upx1" " " 00" " 2/27" "18:09:43 i ! mMGET }
000ad0 00000000 00000000 "o 217 114 5 n Rl o "he v ! ’ ' s MPUT
000ae0 00000000 00000000 55 & el L D A R St o St - e O 3 yoyn . e 100
000af0 00000000 00000000 . ¥ 3 1 ) ; , Q ,= 800", "2 2/ . =i b K B
00000 00000000 00000000 59 ¢ 0.12 0,0, 3 _ )
000b10 00000000 00000000 12709 5 AnAnT /! " _"800"."2016/0 20 10,19,
000b20 00000000 00000000 " 3 w2 st | =S | i p== WY A A ’ mem ’
000b30 00000000 00000000 ) 2,14, 0,0, 0, ’ . 50
000b40 00000000 00000000 ( i , QM 800", "2 /02/27" ,"18:13:30,77225
,. / y 4 H00( - : . ,="800","2016/02/27","18:14:30, 5411
More ’ 0 —— —— W W— -
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
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How It looks In DB2

"« Control Center - DB2COPY1
Control Center  Selected Edit View Tools Help

%%ﬁ?&h%@{sz{@

C1 Object View

"« Open Table - QPST
METAYLORZ201E - DEZ - MYDE - MQSMF,

st

Edits to these results are performed as positioned UPDATES and DELETEs. Use the Tools Settings notebook fo change the form of editing.

x|

INTERVAL_START_DATE |DATE
INTERVAL_START_TIME |CHARACTER

2% Show Related

[

Commit | Roll Back |

Filter |

Fetch More Rows |

100 raw(s) in memary

Close I

: S”;f;:;ﬁ; |FEme2ms - DB2 - MYDE - Tables DATE 2 | TIME 2 | LPAR 2 | QMGR 2 | MQ_VERSION 2 | INTERVAL_STAR" Add Row |
E‘D All Databases Name 2 | Schemas | Table spaces | Comment | Index table sp: Mov 23, 2015(21:10:04,530000 HO19 MQFC =00 NOY & | |
& 3 Myoe —_—— S Mov 23, 2015(21:10:04,930000 HO19 MQFC 500 N Delete Row

= qror Moo UstRapACEL Nov 23, 2015(21:10:04,530000 HO139 MQFC 500 Mo
..... £ Views = ot - Nov 23, 2015[21:10:04,530000 HO19 MQPC 500 Mo
----- £ Aliases = et N — Nov 23, 2015(21:10:04,530000 HO13 MQPC 200 Moy
----- £3 Nicknames o e N — Nov 23, 2015(21:10:04,530000 HO1%9 MQPC 500 N
- Cache Objects S Nov 23, 2015(21:10:04,530000 HO1% MQFC 500 Ny
----- (3 Triggers T RS Nov 23, 2015(21:39:58,000000 HO139 MQFC 500 Non
---- (3 Schemas MOSVE  USERSPACEY Nov 23, 2015[21:39:58,000000 HO139 MQFC 500 Ny
""" 3 Indexes MOSVE  USERSPACE Nov 23, 2015(21:39:58,000000 HO13 MQPC 500 Nan
""" G Table Spaces MOSVE  USERSPACE Nov 23, 2015[21:39:58,000000 HO19 MQPC 800 Nov
:g 5522??22:?“ MOSMF  USERSPACEL Mov 23, 2015/21:39:58,000000 HO1% MQFC 200 Mo
- Gn Application Objects Nov 23, 2015(21:39:58,000000 HO19 MQFC 500 Ny
B3] User and Group Objects 22 of 152 items displayed l"‘z 3# g f [f 3 Nov 23, 2015121:39:58,000000 HO1 MGPC 500 oy
50 Federated Database Object Nov 23, 2015(22:09:51,200000 HO139 MQFC 500 Mo
_____ £ XML Schema Repository (¢ | g8 Table - QPST Nov 23, 2015(22:09:51,200000 HO13 MQPC 200 Moy
& [J TooLsDR . Nov 23, 2015[22:09:51,200000 HO1% MQPC 500 Na
chema MM Columns Nov 23, 2015[22:09:51,200000 HO19 MQPC 500 Na
Columns  :26 Eey - bETE DATDEEE type Nov 23, 2015[22:09:51,200000 HO19 MQPC 200 Mo
Actions: 2IVE CHARACTER Nov 23, 2015[22:09:51,200000 HO139 MQFC 500 Ny
& Oper LPAR CHARACTER Moy 23, 2015|22:09:51,200000 HO19 MOQFPC 200 e} -

. QOMGR. CHARACTER Mow 23 2N1522 039 44 100000 Hh19 MR 2NN Ml

Query MQ_WVERSION CHARACTER El LI_I

Help |

. | B T s e

B

Sy

o Create New INTERVAL_DURATION __ [INTEGER
"BUFFERPOOL" INTEGER.
BUFFER_COUNT INTEGER - -
L OWEST STEALABLE INTEGER [T Automatically commit updates
CURRENT_STEALABLE _ [INTEGER
GETP_OLD_REQUESTS INTEGER.
GETP_NEW_REQUESTS  [INTEGER
DASD_READ INTEGER 7 Ves
SET_WRITE_PAGES INTEGER 4 Yes
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Example queries

* What was my largest message size retrieved for this queue?

— SELECT MAX(Get_Max_Msg_Size) from MQSMF.WQ where (Base Name=
LYNS.TEST.QUEUE");

— Result was 11,189 (application people insisted it was 3,800)
* How many MQPUTs and MQPUT1s were completed?

— SELECT SUM ( Put_Count), SUM (Putl_ Count) from MQSMF.WQ where (
Base Name = ‘LYNS.TEST.QUEUE'" );

— Results:

] Properties = SQL Results 22 = Data Project Explorer

1 Z
1 0 3121
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Summary

MQ can be easily integrated with a variety of tools

The pub/sub model for statistics makes it easy to add new consumers
— Without disrupting any existing monitors
— And makes it possible to add your own producers

Using github for repository of code enables easy modification and sharing
And the MQDevV blog for documenting what we have done

© Copyright IBM Corporation 2017



Any guestions?
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